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Abstract. Randomness extraction algorithms play an essential role in Quan-
tum Random Number Generators (QRNGs), where they are used to suppress
unwanted classical noise and distill true randomness from their biased output.
By employing the SHA-512 hash function and Toeplitz matrix multiplication,
we analyse two suitable constructions based on different principles and reach
postprocessing rates of 8.69 Mbps and 3.68 Mbps, respectively. Finally, we de-
velop a length-compatible Toeplitz-hashing algorithm able to achieve rates of
143.29 Mbps in a parallelized GPU implementation.

1. Introduction
Random Numbers (RNs) are currently indispensable in many cryptographic applica-
tions, where they are used as keys for authentication and encryption protocols [Herrero-
Collantes and Garcia-Escartin 2017]. The security of these systems is thus inextricably
linked with the statistical quality of the RN Generator (RNG) explored given that, if these
values are predictable, the entire protocol is compromised [Kelsey et al. 1998]. So far,
Pseudo RNGs (PRNGs) have been widely employed to suppress this demand as they can
effortlessly achieve high throughput rates [Knuth 1998]. However, such solutions are
entirely deterministic, and cannot yield true randomness since their output is inherently
periodic. Therefore, they become predictable to an adversary with enough computational
resources [Kelsey et al. 1998] and their use is generally unsuitable for a wide range of
critical security applications such Quantum Key Distribution (QKD), where access to true
randomness is a key assumption [Bouda et al. 2012].

Quantum RNGs (QRNGs) address these issues by exploring the probabilistic na-
ture of quantum phenomena to obtain information-theoretically provable randomness.
Several schemes were proposed, but most modern implementations explore the quan-
tum properties of light. Among others, sources such as measuring amplified spontaneous
emission [Guo et al. 2021], phase laser noise [Huang et al. 2020], or quadrature fluc-
tuations of a vacuum state [Ferreira et al. 2021a] have been extensively explored, with
generation rates up to several dozens of Gbps being reported [Nie et al. 2015]. How-
ever, in practice, the quantum noise is always mixed with additional contributions such as
electrical noise, which opens security loopholes as all classical noise can be known to an
eavesdropper [Ferreira et al. 2021b]. As a result, QRNGs frequently rely on the applica-
tion of Randomness Extractors (REs), which deterministically extract almost-uniformly
distributed data from a biased source by sacrificing part of the output sequence [Vadhan
2012]. Similarly to PRNGs, they may also require an initial random seed. Here, how-
ever, their output remains unpredictable as long as the input of the extractor is not entirely



deterministic. Nonetheless, this process is computationally demanding and frequently
constitutes the main limiting factor to the QRNG throughput [Ferreira et al. 2021a].

In this paper, we comparatively analyse two common approaches for the imple-
mentation of a RE, highlighting the advantages and limitations of each method. Specifi-
cally, we focus on the implementation of the nonuniversal SHA-512 cryptographic hash
function and a seeded Toeplitz-hashing extractor. Finally, to increase the extraction effi-
ciency, we implement a parallelized length-compatible version of the Toeplitz multiplica-
tion algorithm and demonstrate its performance on a Graphics Processing Unit (GPU).

2. Randomness extraction

A (n,m, k, ϵ) randomness extractor is defined as a mathematical function that converts n
bits from a (n, k)-source into m bits with a distribution ϵ-close to the uniform distribution
Um over {0, 1}m, which is the desired output space for a standard RNG [Vadhan 2012,Ma
et al. 2013]. Conversely, two probability distributions X and Y , defined in the same
domain X , are said to be ϵ-close if their statistical difference is bound by [Vadhan 2012]:

d(X, Y ) = max
x∈X

|PX(x)− PY (x)| ≤ ϵ, (1)

where ϵ is called the security parameter. Each of these random distributions is said to
be a (n, k) source if it outputs n-bit sequences with min-entropy Hmin ≥ k. Here, the
parameter k defines the number of uniformly distributed bits that can be extracted from the
original n-bit sequence, and thus quantifies the side-information introduced by classical
noise sources. Its estimation should take into account the specificity of each QRNG [Haw
et al. 2015]. Nonetheless, randomness can only be extracted if the input sequence already
has some extractable entropy, and thus m ≤ k must necessarily hold.

2.1. Non-universal hashing extractor

Deterministic REs are defined as a function Ext : {0, 1}n → {0, 1}m, thus forgoing ad-
ditional randomness sources and only requiring the biased input sequence to be distilled.
Unfortunately, no general deterministic extractor exists that is valid for an arbitrary input
distribution [Herrero-Collantes and Garcia-Escartin 2017]. Nonetheless, several meth-
ods have been employed, such as XORing subsets of random sequences, taking the least
significant bit, applying the von Neumann de-biasing algorithm, or feeding a linear feed-
back shift register [Ma et al. 2013]. These methods are frequently uncritically accepted
as they require few computational resources but their application may, in fact, introduce
unexpected correlations [Koç 2015]. Alternatively, one-way cryptographic hash func-
tions project their input to a set of fixed length m such that the input values can not be
determined solely from the output sequence. Consequently, their output is as close to uni-
formly distributed as possible, minimizing the probability of two different inputs resulting
in the same hash value. Nevertheless, collisions still occur, and blindly applying a hash
function does not suffice since the size of the input sequence n must be chosen so that it
has enough entropy to assure the randomness of the extractor output.

Here, the SHA-512 cryptographic hash function was chosen to implement a de-
terministic RE by hashing subsets of the input data, for which well-tested and fast imple-
mentations exist [National Institute of Standards and Technology (NIST) 2015]. In this



case, to guarantee a uniformly distributed output, n must be greater than 512 bit and thus
should be chosen such that [Ferreira et al. 2021a]:

n = ⌈512Ht

Hq
⌉, (2)

where Hq is the estimated entropy due to quantum fluctuations and Ht the total en-
tropy of the raw output. The implemented algorithm can process the raw output at ap-
proximately 8.69 Mbps on an Intel i7-9700K CPU. Unfortunately, non-universal hashing
still relies on computational assumptions and, ultimately, does not provide information-
theoretically provable RNs [Ma et al. 2013]. Even worse, potential biases of the hashing
function are inherited by the output RNs, even if the input is perfectly random [Koç 2015].

2.2. Toeplitz-hashing extractor

A (n,m, d, k, ϵ) seeded extractor is defined as Ext : {0, 1}n × {0, 1}d → {0, 1}m. It ac-
cepts a n-bit input sequence, and a perfectly random d-bit seed to output a m-bit sequence
ϵ-close to Um. In particular, an extractor is said to be strong if concatenating the output
Ext(X,Ud) with the seed Ud yields a distribution ϵ-close to Um+d, and thus maintains
the randomness of the initial seed [Vadhan 2012]. Consequently, a QRNG output can
be subdivided into blocks that are subsequently hashed with the same seed without com-
promising the security of the implementation. These constructions are especially attrac-
tive for providing some information-theoretically provable randomness extractors secure
against quantum adversaries such as the Trevisan extractor. Unfortunately, this specific
implementation is particularly slow [Ma et al. 2013]. An alternative method employs
two-universal hashing functions, which are randomly chosen from a universal hashing
family H = {h : S → T }, with collision probability [Ma et al. 2013]:

Ph∈H{h(x) = h(y)} ≤ 1

|T |
, ∀x ̸= y ∈ S. (3)

One such promising implementation employs a n×m Toeplitz matrix and obtains m ran-
dom bits by multiplication with the raw data vector. Since a seed of length m+ n− 1 is
required, no net randomness can be extracted. Fortunately, a Toeplitz extractor constitutes
a strong extractor [Haw et al. 2015], and hence the initial seed can be recycled in each
subsequent application. If its good statistical properties are assured, the uniformity of the
output is information-theoretically guaranteed by the leftover hash lemma, which states
that given a two-universal hashing family H = {h : {0, 1}n → {0, 1}m}, and a probabil-
ity distribution X ∈ {0, 1}n with Hmin(X) ≥ k, if [Vadhan 2012]:

m = k − 2 log2
(1
ϵ

)
, (4)

then for x ∈ X , h ∈ H , and ϵ > 0, Ext(x, h) := h(x) is a (k, ϵ) strong extractor. In other
words, the statistical distance d

((
Ext(X,Ud),Ud)

)
,
(
Ud,Um

))
≤ ϵ [Vadhan 2012].

In the implementation of this algorithm, the raw bits were subdivided into se-
quences of 212 bits (n = 4096) and m was chosen so that [Ferreira et al. 2021a]:

m = ⌊212p
Hq

Ht
⌋, (5)



where p was arbitrarily chosen as 0.9 to account for any potential entropy overestimation.
With this method, raw bits can be processed at approximately 3.68 Mbps for an input
length of 32 Mbits, which, despite the security offered, can severely limit the output rate of
a QRNG. Furthermore, the algorithmic complexity of the Toeplitz-vector multiplication
is O(n2), and thus this rate quickly decreases for larger input lengths.

2.2.1. Length-compatible Toeplitz-hashing

Consequently, to improve the speed of this implementation, a multiplication algorithm
for Toeplitz matrices that reduces the complexity to O(nlog(n)) was implemented [Wang
et al. 2018]. It explores a fast method for multiplication of n× n circulant matrices, Cn,
which can be solely characterized by their first column a⃗n, and are diagonalized by the
discrete Fourier transform matrix Fn such that:

Cn = F−1
n diag(Fna⃗n)Fn, (6)

where diag(·) represents the diagonal matrix. Consequently, its multiplication with a
given vector x⃗ yields [Hayashi and Tsurumaru 2016]:

Cnx⃗ = F−1{F (⃗an)⊙F(x⃗n)} = F−1{v⃗ ⊙ y⃗}, (7)

where ⊙ represents the Hadamard product and F−1 the inverse Fourier transform. An
arbitrary n × m Toeplitz matrix, Tn×m, can be embedded into a circulant matrix of size
n + m simply by concatenating extra elements. In fact, if a⃗n = [a0, · · · , an−1] is its
first column and b⃗m = [a0, · · · , a−(m−1)] is the first row, then the Toeplitz matrix can be
contained in a circulant described by [Hayashi and Tsurumaru 2016]:

a⃗n+m = [a0, a1, · · · , an−1, a0, a−(m−1), · · · , a−1]. (8)

As such, it is possible to transform the Toeplitz hashing into a multiplication of a circulant
matrix with a vector r⃗ containing the raw binary output by following the steps:

1. Construct a⃗n+m from the elements of the Toeplitz matrix, as described by (8).
2. Append a vector 0⃗ of size m to r⃗ and compute y⃗ = F{[r⃗, 0⃗]}.
3. Compute u⃗ = F−1{F (⃗an+m)⊙ y⃗}.
4. Extract the first m entries of u⃗, which constitutes the solution for Tn×mr⃗.

This length-compatible algorithm was thus implemented on a GeForce RTX 3070
GPU using Matlab’s GPU computing support. To avoid exhausting its memory, this mul-
tiplication problem was subdivided into smaller matrices with 4 Mbits input blocks, which
were serially processed. Since the computational precision required to retrieve accurate
results from the Fourier transform increases with the input length, the blocks were further
subdivided into parallelized smaller batches to allow the use of single-precision calcula-
tions [Wang et al. 2018]. In Table 1, these results are compared with a non-parallelized
implementation on an Intel i9-10900k Central Processing Unit (CPU) for different batch
sizes. As can be seen, the algorithmic speed decreases for longer input sequences. How-
ever, batches of 2 Mbits showed better performance and were thus chosen for the final
algorithm implementation, yielding an average postprocessing rate of 143.29 Mbps. We
are thus able to increase the throughput by an order of magnitude when compared with
the non-parallelized extractor. Further efforts to increase this postprocessing rate should
be the focus of future work, for example, by employing Field-programmable Gate Arrays.



Table 1. Algorithmic speed (in Mbps) of the length-compatible Toeplitz-hashing
algorithm for different input lengths and batch sizes, when comparatively
implemented in an Intel i9-10900k CPU and in a GeForce RTX 3070 GPU.

CPU Implementation GPU Implementation Gain (%)
Input length

(Mbits) 1 Mbit Batch 2 Mbit Batch 1 Mbit Batch 2 Mbit Batch 1 Mbit Batch 2 Mbit Batch

4 68.67 74.28 125.12 143.29 82.13 92.91
8 72.33 89.19 126.48 143.18 74.87 60.53

16 58.73 83.42 111.52 137.35 89.89 64.65
32 38.28 62.59 83.01 116.21 116.85 85.67

3. Conclusion

In conclusion, we have implemented and analysed two distinct randomness extraction
methods. While deterministic extractors such as the SHA-512 cryptographic hash func-
tion offer fewer limitations to the throughput of a QRNG, their implementation is not
reliable for every input distribution and fails to assure information-theoretic security.
Meanwhile, the use of seeded extractors is frequently impracticable in implementations
aiming for practical viability. This observation is corroborated by the implemented al-
gorithms, given that postprocessing rates of 8.69 Mbps and 3.68 Mbps were obtained,
respectively, for the SHA-512 and Toeplitz-hashing algorithms. Nonetheless, these con-
structs clearly benefit from high-parallelized implementations, as demonstrated by the
length-compatible implementation explored, which employs circulant matrix multiplica-
tions to reach postprocessing rates of 143.29 Mbps.
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